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Abstract-This paper proposes two different approaches for the 
prediction of type2 diabetes. Many different techniques have 
been used for the prediction of chronic diseases by different 
researchers. Among them Adaptive Neuro Fuzzy Inference 
system (ANFIS) is very popular and already used for the 
prediction of type 2 diabetes. In this paper, the proposed 
system is optimization of ANFIS using Genetic Algorithm 
(GA) and Particle Swarm Optimization (PSO) which reduces 
the complexity of ANFIS and increases the accuracy of 
prediction. 

I. INTRODUCTION 
In today’s world health and fitness remains a crucial 
subject as the number of health issues continues to increase 
worldwide. Usually many chronic diseases emerge in 
middle aged people because of unhealthy lifestyle which 
includes lack of physical activity, tobacco use, 
consumption of fast food etc. This lifestyle results in high 
risk factors which lead to chronic disease like diabetes, 
hypertension, cancer etc. Here arises the importance of 
prediction of diseases which can be prevented before they 
occur. Research  is progressing in this field by many 
researchers. Since large amount of data has to be analyzed, 
data mining techniques are the most suitable method for 
this purpose.  
A. Data Mining 
Data Mining (DM) can be viewed as a result of the natural 
evolution of information technology [1]. In recent years the 
information industry deals with a huge amount of data and 
needs turning such data into useful information and 
knowledge. The information and knowledge gained can be 
used for a wide range of applications. Data mining refers to 
extracting knowledge from large amounts of data. It is also 
treated as knowledge discovery in database (KDD). 
Knowledge discovery as a process is depicted in Fig. 1 and 
consists of an iterative sequence of the following steps: 
1. Data cleaning (to remove noise and inconsistent data)
2. Data integration (where multiple data sources may be

combined) 
3. Data selection (where data relevant to the analysis task

are retrieved from the database) 
4. Data transformation (where data are transformed or

consolidated into forms appropriate  for mining by 

performing summary or aggregation operations, for 
instance) 

5. Data mining (an essential process where intelligent
methods are applied in order  to extract data patterns) 

6. Pattern evaluation (to identify the truly interesting
patterns representing knowledge based on some 
interestingness measures) 

7. Knowledge presentation (where visualization and
knowledge representation techniques     are used to
present the mined knowledge to the user)

Fig.1: KDD process 

There are many different technologies available in data 
mining including regression, neural networks, and decision 
trees. Neural networks are widely used by data mining 
practitioners in the field of disease detection and prediction. 
This paper presents two different approaches of Adaptive 
Neuro Fuzzy Interface System (ANFIS) for the prediction 
of diabetes. 

B. Diabetes 
Diabetes mellitus (or diabetes) is a chronic, lifelong 
condition that affects the body's ability to use the energy 
found in food. There are three major types of diabetes: type 
1 diabetes, type 2 diabetes, and gestational diabetes [2]. 
According to the different causes of occurrence, diabetes 
are classified mainly into 3 types: type1, type 2 and 
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gestational diabetes. Type 1 diabetes is insulin –dependent 
and type 2 diabetes is non insulin – dependent. Gestational 
diabetes occurs temporarily during pregnancy. Diabetes is 
serious condition and life threatening. Proper exercise and 
diet control reduces the severity of diabetes. About 90% of 
people with diabetes have type 2 diabetes [3].So if it can be 
predicted the chance of occurrence can be reduced. 
Many researches have been done in this field.  Different 
data mining techniques have been used for the prediction of 
type 2 diabetes by researchers. This paper presents two 
approaches for the prediction of type 2 diebetes using 
ANFIS optimized by  Genetical Algorithm(GA) and 
ANFIS optimized by Particle Swarm Optimization (PSO). 

 
II. LITERATURE REVIEW 

Authors in [6] have constructed association rules for 
classification of type -2 diabetic patients. They generated 
10 association rules to identify whether the patient goes on 
to develop diabetes or not. Several of machine learning 
algorithms have been proposed in the context and have 
been successfully used in some parts. In their first stage of 
work the missing values were handled and applied equal 
interval binning with approximate values and lastly Pima 
Indian dataset were applied by the Apriori algorithm to 
generate the rules. In this study they have included only 
pregnant women below 21 years who are type-2 diabetic. 
Many other factors which influence diabetes may be 
considered for improving the generalization of rule. 
In paper [7], two classified techniques with principle 
component analysis (PCA) are implemented for the 
forecasting of diabetes and concluded with the best 
forecasting. The techniques are Neural Network and 
ANFIS, the dataset which they have utilized is the same 
Pima Indian dataset with 8 features. Using NN 72.9% and 
ANFIS 70.56 % with PCA 89.2% and 90.4% of accuracy 
respectively were being obtained. They have also designed 
one GUI in MATLAB using GUIDE to represent the work 
in simplest manner, so that any doctor who is not familiar  
with MATLAB can use this and it is inferred that the 
classification ability of all the classifiers is better for non-
diabetic samples than that for diabetic ones. 
M.W. Aslam et. al in [8] uses genetic Programming (GP) 
and a variation of genetic programming called GP with 
comparative partner selection (CPS) for diabetes detection. 
The system produces a single  individual as output from 
training data, that converts the available features to a single 
feature such that it has different values for healthy and 
patient(diabetes) data and in the next stage use test data for 
testing of that individual. The proposed system was able to 
achieve only 78.5% accuracy. 
In 2003 K. Kayaer et. al applied three different neural 
network structures namely MLP, RBF and GRNN to PID 
medical data  [9]. They came up with an accuracy of 
80.21% to classify a medical data. Even though in our 
proposed work we are also using GRNN for prediction of 
diabetes comparing to this work we have used a different 
approach for the prediction. In [10] Xiao Fang tried to 
make use of different DM concepts to gain knowledge 
about diabetes. Using several challenging applications of 
DM, an application for identifying diabetic patients in a 

small US town was presented. Even though different 
methods produced different accuracy levels, on an average 
75% of accuracy was obtained. The limitations of this work 
are the population is not clustered into different risk related 
populations and the different variables that found critical 
for identifying diabetic patients are not subcategorized.The 
authors in [11] propose a system which can improve the 
strategy to a better level where artificial metaplasticity on 
perceptrons is implemented on neural network. The nodes 
of neural network are parameters containing features like 
thirst increase, hungry increase, nausea, fatigue, vomiting 
etc. This proposed system can increase the efficiency of the 
system which is in existence.Madhavi Pradhan et. al in [12] 
uses a neural network implementation of the fuzzy k- 
nearest neighbor algorithm for designing of classifier for 
detection of diabetes. This method of detection of diabetes 
proposes a system that will be implemented in client – 
server architecture. The training dataset will be kept on the 
server, which will be used to train the neural network 
classifier on the mobile device. The mobile device is a 
feature add-on for convenience of the doctor.  The accuracy 
of this method is calculated as 72.82%. 
Kalliopi.V.Dalakleidi et. al present a hybrid approach based 
on the combined use of a genetic algorithm (GA) and a 
nearest neighbours classifier for the selection of the critical 
clinical features which are strongly related with the 
incidence of fatal and non-fatal Cardiovascular Disease 
(CVD)in patients with Type 2 Diabetes Mellitus 
(T2DM)[13].In order to overcome the problem of 
unbalanced data the dual weighted k-nearest neighbor 
classifier was used. 
The aim of this study [14] was to examine whether waist 
circumference (WC) or WHR improve diabetes prediction 
beyond body mass index in older men and women, and to 
define optimal cut-off points. Both overall and central 
adiposity indices are strong predictors of type 2 diabetes in 
older adults. BMI is as strong as WC in predicting type 2 
diabetes in men. In women, however, WC was a 
significantly better measure for the identification of 
diabetes risk. 
Studies aiming at preventing or delaying diabetes are 
critically dependent on the ability to accurately predict 
Type1 and Type 2 diabetes [15]. After a median follow up 
time of 8 years, Islet cell auto antibodies did not predict 
diabetes. BMI measured at base line was as effective as 2-h 
plasma glucose and fasting plasma glucose to predict 
diabetes in the adult population. 
In [16] the objective of Meredith F Mackay et. al was to 
compare different anthropometric measures in terms of 
their ability to predict type 2 diabetes and to determine 
whether predictive ability was modified by ethnicity. Waist 
– height ratio was the most predictive measure, followed by 
BMI. Measures of central and overall adiposity predicted 
type 2 diabetes to a similar degree. 
C. Kalaiselvi and Dr. G .M. Nasira in [17] uses the same 
method ANFIS for diagnosis of  diabetes and prediction of 
cancer.C.P.Ronald Reagan and Dr.S.Prasanna Devi 
presented in [18] an android app for intelligent dosage 
planning in type2 diabetes using ANFISGA. 
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III. METHODOLOGIES 
A. Dataset 
In this research work, data of females aged at least 21 years 
from Pima Indian Dataset were analysed.768 instances 
have been considered. The following attributes have been 
considered: 
1. Number of times pregnant 
2. Plasma glucose concentration a 2 hours in an oral 

glucose tolerance test 
3. Diastolic blood pressure 
4. Triceps skin fold thickness 
5. 2-hour serum insulin 
6. Body mass index 
7. Diabetes pedigree function 
8. Age 

 
B. Adaptive network based fuzzy inference system (ANFIS) 
Concept and Structure: ANFIS [4] combines the 
advantages of two intelligent approaches neural network 
and fuzzy logic to allow good reasoning in quantity and 
quality. A network obtained has an excellent ability of 
training by means of neural networks and linguistic 
interpretation of variables via fuzzy logic. The both of them 
encode the information in parallel and distribute 
architecture in a numerical framework.  
Rule: if x is A1 and y is B1 then f (x) = px + qy + r 
Where x and y are the inputs, A and B are the fuzzy sets, f 
are the output, p, q and r are the design parameters that 
determined during the training process. ANFIS is 
composed of two parts is the first part is the antecedent and 
the second part is the conclusion, which are connected to 
each other by rules in network form. Five layers are used to 
construct this network. Each layer contains several node 
sits structure shows in figure 2. 
layer1: executes a fuzzification process which denotes 
membership functions (MFs) to each input. In this paper we 
choose Gaussian functions as membership functions: 

 
layer2: executes the fuzzy AND of antecedents part of the fuzzy 
rules 

 
layer3: normalizes the MFs 

 
layer4: executes the conclusion part of fuzzy rules 

 

layer5: computes the output of fuzzy system by summing up the 
outputs of the fourth layer which is the defuzzification process. 

 
Fig.2: ANFIS architecture 

Circles in ANFIS represent fixed nodes that predefined 
operators to their inputs and no other parameters but the 
input participate in their calculations. While square are the 
representative for adaptive nodes that affected by internal 
parameters. 
 
C. Genetic Algorithm 
Genetic Algorithm was developed by J. Holland in 1975[5]. 
Genetic Algorithms (GAs) are adaptive heuristic search 
algorithm based on the evolutionary ideas of natural 
selection and genetics. As such they represent an intelligent 
exploitation of a random search used to solve optimization 
problems. Although randomized, GAs are by no means 
random, instead they exploit historical information to direct 
the search into the region of better performance within the 
search space. The basic techniques of the GAs are designed 
to simulate processes in natural systems necessary for 
evolution. 
 
D. Adaptive Neuro- Fuzzy Inference System Genetic 
Algorithm (ANFISGA). 
This method is based on Neuro-fuzzy inference system and 
genetic algorithm.  
In ANFISGA there are eight inputs and one output.  
In ANFISGA we have five layers.  
Layer 1 is the input layer. Neurons in this layer simply pass 
external crisp signal to Layer 2. Layer 2 is the fuzzification 
layer. Neurons in this layer perform fuzzification. 
Layer 3 is the rule layer. Each neuron in this layer 
corresponds to signal Sugeno-type fuzzy rule. 
Layer 4 is the normalization layer. Each neuron in this 
layer receives inputs from all neurons in the rule layer, and 
calculates the normalized firing strength of given rule.  
Layer 5 is the de-fuzification layer. Each neuron in this 
layer is connected to the respective normalization neuron. 
 
The figure 1 shows the mean square error in training the 
data using ANFISGA. After train, the data is tested with the 
same algorithm. In testing the mean square error rate is 
reduced from 1136.9437 to 1049.6364. The same data set is 
then trained and tested with ANFISPSO. The rate of mean 
square error shows that using PSO is better than using 
GA.While using ANFISPSO the error is minimum. 
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Fig.1: ANFISGA 

 

 
Fig.2: ANFISGA 
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E. Particle swarm optimization (PSO) 
Particle swarm optimization (PSO) is a population based 
stochastic optimization technique developed by Dr. 
Eberhart and Dr. Kennedy  in 1995[19]. PSO shares 
many similarities with evolutionary computation 
techniques such as Genetic Algorithms (GA). The 
system is initialized with a population of random 
solutions and searches for optima by updating 
generations. However, unlike GA, PSO has no evolution 
operators such as crossover and mutation. In PSO, the 
potential solutions, called particles, fly through the 
problem space by following the current optimum 
particles. The detailed information will be given in 
following sections. 
Compared to GA, the advantages of PSO are that PSO is 
easy to implement and there are few parameters to 
adjust. PSO has been successfully applied in many areas: 
function optimization, artificial neural network training, 
fuzzy system control, and other areas where GA can be 
applied. 
 

F. Adaptive Neuro- Fuzzy Inference System Particle 
Swarm Optimization (ANFISPSO) 
The PSO is used to improve the performance of ANFIS, tuning 
the membership functions required to achieve a lower 
error[20]. 
 
Initialize PSO with random Parameters 
While(not PSO_stopping_criteria_met)   foreach PSO_particle 
 train FIS via ANFIS with starting parameters from 

PSO_particle 
 get FIS score (this is your particle score) 
 save the best FIS, along with its score, etc. 
 modify PSO particles (remember to use the original PSO 
particles) 
output the best FIS mode 

 
Fig.3: Flow chart of sequential combination                                      

of ANFIS and PSO [21]. 

 

 
Fig 4: ANFISPSO 
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Fig.5 :ANFISPSO 

 
IV. CONCLUSION 

This paper presented two approaches for the presiction of type 2 
diabetes using ANFIS optimized by Genetic Algorithm and 
ANFIS optimized by Particle Swarn Optimization algorithm . The 
result shows the better result is with ANFISPSO. For further work 
a new optimization algorithm Mine Blast Algorithm(MBA) can be 
used as an optimizer .This optimizer will efficiently reduce the 
complexity of ANFIS architecture. 
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